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Makale Tarihçesi Öz: Bu derlemede, baklagil ıslahında genotip-çevre (G×E) etkileşimlerinin 
modellenmesinde makine öğrenimi tekniklerinin önemi ele alınmaktadır. Tarımsal 
üretim, iklim değişikliği ve çevresel stres faktörlerinden büyük ölçüde 
etkilenmektedir ve bu etkileşimlerin daha iyi anlaşılması, çevresel olarak uyumlu ve 
yüksek verimli çeşitlerin geliştirilmesi için kritik öneme sahiptir. Genotip-çevre 
etkileşimleri, genetik ve çevresel faktörlerin bitki performansını nasıl etkilediğini 
anlamak için kritik öneme sahiptir. Çalışmada, destek vektör makineleri (SVM), 
rastgele ormanlar (RF), derin öğrenme (DL) ve sinir ağları (ANN) gibi makine öğrenimi 
algoritmalarının yüksek boyutlu veri setlerini işlemek, genotip stabilitesini 
değerlendirmek ve çevresel streslere tepkiyi modellemek için kullanıldığı 
bildirilmiştir. Bu teknikler baklagillerde verim, kalite ve adaptasyon gibi karmaşık 
özelliklerin değerlendirilmesinde önemli avantajlar sunmaktadır. Makine öğrenimi 
yaklaşımları, geleneksel yöntemlerin eksikliklerinin üstesinden gelmekte ve özellikle 
büyük veri setlerinin işlenmesinde, çevresel değişkenlerin modellenmesinde ve 
genetik performansın tahmin edilmesinde daha güçlü araçlar sağlamaktadır. Bu 
yöntemlerin etkin kullanımı, tarımsal üretimde sürdürülebilirliği artırmak ve iklim 
değişikliğine dayanıklı çeşitler geliştirmek için büyük bir potansiyele sahiptir. 
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Article Info  Abstract: In this review, addresses the importance of machine learning techniques 
in modelling genotype-environment (G×E) interactions in legume breeding. 
Agricultural production is greatly affected by climate change and environmental 
stressors, and a better understanding of these interactions is critical for the 
development of environmentally adaptive and high-yielding varieties. Genotype-
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environmental interactions are valuable for understanding how genetic and 
environmental factors affect plant performance. The study reported that machine 
learning algorithms such as support vector machines (SVM), random forests (RF), 
deep learning (DL) and neural networks (ANN) are used for processing high-
dimensional data sets, assessing genotype stability and modelling response to 
environmental stresses. These techniques offer significant advantages in the 
evaluation of complex traits such as yield, quality and adaptability in legumes. 
Machine learning approaches overcome the shortcomings of traditional methods 
and provide more powerful tools, especially in processing large data sets, modelling 
environmental variables and predicting genetic performance. The effective use of 
these methods has great potential to increase sustainability in agricultural 
production and to develop varieties that are resilient to climate change. 
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1.Introduction 

Agricultural production has faced many challenges with climate change. Climate change has 
many direct and indirect negative effects on agricultural production, such as loss of yield, changes in 
plant development and harvest timing, reduction of water resources, decrease in soil quality, increase 
in disease and pest populations, and loss of nutritional value of plant products. Extreme temperatures, 
droughts, floods and other extreme weather events accelerate agricultural plants' growth and 
maturation processes, reducing yield and product quality. Excessive rainfall and erosion reduce soil 
quality, leading to a decrease in suitable land for agriculture, while production is restricted in water-
dependent agricultural areas. In addition, it increases the spread of plant diseases and pests, requiring 
the use of chemicals, thus negatively affecting environmental health. Summarily, climate change 
threatens sustainability in agriculture and poses serious risks to food security, economic income and 
rural life.  Therefore, minimizing the difficulties of agricultural output to meet the world population's 
nutritional needs, which are expected to exceed nine billion by 2050, will increase the sustainability of 
production. The importance of solutions such as the development of resistant varieties, precision 
agriculture and climate-friendly practices is increasing. 

However, current yield trends in agricultural production are insufficient to achieve these goals 
(Keating et al., 2014). Therefore, researchers need to shorten the breeding process and adopt new 
strategies by utilizing approaches such as next-generation sequencing (NGS), advanced phenotyping 
platforms, and machine learning (ML) to increase production (Drovandi et al., 2017). The development 
of next-generation strategies in plant breeding is critical for leading a new revolution. In addition to 
traditional methods and biotechnological applications used in plant breeding, machine learning 
strategies have recently played an important role in rapidly generating, evaluating and searching for 
plant-appropriate models of complex large data sets. A Flowchart for using machine-learning 
algorithms in agricultural production was given in Figure 1. 
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Figure 1: Presentation of a flowchart for using machine-learning algorithms in agricultural production 

Machine learning techniques, which can be used as input for algorithms in developing and 
training accurate prediction models, will have an important place in accelerating the development of 
resistant crops by identifying important relationships that regulate a biological process (Cheng and 
Wang, 2024). Machine learning models can be applied to cereals, legume crops, oil crops etc. for yield 
prediction (Figure 2). 

 

 
 

Figure 2: Machine learning models applying yield prediction of cereals, legume crops, oil crops etc. 

The review purposes to discuss the importance of ML techniques in plant breeding and their 
usability in the breeding of legume plants. We provide information about the benefits of sensing 
technologies and phenotyping platforms in agriculture, the effective use of ML algorithms in large data 
sets, and studies conducted on legume crop breeding based on machine learning. 
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2.Using machine learning in plant breeding 
Since yield in plants is a complex quantitative trait controlled by several genes and strongly 

influenced by the environment, improving these complex traits by direct selection is impossible. In 
legume plants, genotype-environment (G×E) interaction describes the interaction between the genetic 
structure (genotype) of the plant and the environment in which it is grown (factors such as climate, 
soil, and maintenance practices). G×E interaction is critical for understanding how genetic and 
environmental factors affect plant performance. This interaction is essential for developing more 
efficient and adaptive genotypes in plant breeding. 

This interaction is particularly important in the evaluation of traits such as yield, quality, and 
adaptation. Since legumes can be grown in a wide range of environmental conditions, the effects of 
genotype-environment interaction are quite pronounced. Genotype-environment interactions occur 
when different genotypes perform differently under changing environmental conditions. This can 
manifest itself as a particular genotype performing well in one environment but poorly in another. 
Many factors such as temperature, precipitation, light intensity, day length, soil pH, salinity, organic 
matter content and nutrient amount, fertilization, irrigation, planting time, planting density, biotic and 
resistance levels of genotypes to biotic factors affect the G×E interaction (Figure 3). GXE interaction is 
very important to understand whether legume genotypes are adapted to a certain region (adaptation), 
to understand the yield potential of genotypes in different environmental conditions and for breeding 
studies.  

Therefore, an ideal genotype should perform stable high adaptive according to environmental 
conditions. AMMI (additive main effects and multiplicative interaction), GGE biplot analysis and 
stability analyses are performed to evaluate the G×E interaction. Plant breeders interpret the 
relationships between traits with univariate and multivariate linear methods such as correlation 
coefficient analysis, PCA and multiple regression analysis (Ipekesen et al., 2023). Environmental 
changes and genotype-environment interactions cause differences in yield and phenotypic traits of 
varieties. 

 

 
 

Figure 3: Factors affecting G×E interaction 

 

Stability analysis can be used effectively to evaluate the relative performance of genotypes in 
different environments (Ajay et al., 2020; Ipekesen et al., 2023). In addition, many classical univariate 
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approaches such as regression analysis (Finlay and Wilkinson, 1963), coefficient regression (Eberhart 
and Russell, 1966), equivalence analysis (Wricke, 1962), stability variance analysis (Shukla, 1972) and 
coefficient variance analysis (Francis et a.l, 1978) are used in the interpretation of genotype-
environment interaction. However, the distribution and homogeneity of variance must be tested for 
data before using these parametric methods (Flores et al., 1988). In addition, GXE interaction can be 
explained by taking a space view of a genotype with cluster analysis, multiplicative interactions (AMMI) 
and genotype-environment interaction (GGE biplot) (Erdemci, 2018; Ipekesen et al., 2023). However, 
all these methods are multivariate stability analyses, and these methods are complex methods, which 
can not provide a simple measure of the yield stability of genotypes (Flores et al., 1978). Recently, the 
accuracy of the studies has been strengthened by applying linear and nonlinear regression models 
together (Li et al., 2020). 

G×E interaction is an important component to be considered to increase the success of 
breeding programs. Traditional methods use statistical models to analyze the performance of 
genotypes under environmental conditions (e.g. AMMI or GGE biplot analyses). However, these 
methods often have limitations in handling high-dimensional datasets or modelling environmental 
variability in detail. Data sources of G×E interactions are usually large and complex. Machine learning 
provides a powerful tool to overcome these challenges in agricultural production (Moosavi ve 
Sepaskha 2012). Machine learning methods can be listed below. 

 

3.Machine Learning Algorithms 
 
3.1. Supervised Learning Methods: Many researchers are focused on supervised learning such 

as RM, CNN, RNN and SVM (Gonzalez et al., 2018). 
 
3.1.1. Regression models (RM): Used to predict genotype performance based on 

environmental factors and genetic characteristics. 
 
3.1.2. Support vector machines (SVM): Used to classify G×E interactions and make 

performance predictions. 
3.1.3. Deep learning (DL): Neural networks (CNN and RNN) are used to learn complex 

relationships from large genotype and environment data sets (Kotsiantis et al. 2006). 
 
3.2. Unsupervised Learning Methods 
 
3.2.1. Clustering algorithms: Used to group genotypes or environments based on 

environmental and genotypic similarities (K-means and hierarchical clustering). 
 
3.2.2. Dimensionality reduction: Algorithms such as PCA or t-SNE are used to identify 

important environmental and genetic factors. 
 
3.3. Ensemble Methods 
 
3.3.1. Random Forest (RF): Used to identify important factors affecting G×E interactions and 

to make yield predictions. 
 
3.3.2. Gradient Boosting (GB): Especially effective for increasing the predictive power when 

working with multidimensional and complex data sets. However, supervised and unsupervised 
machine learning algorithms are commonly used compared to other algorithms. 

Machine learning can identify complex relationships between genetic data and environmental 
variables in the estimation of G×E interactions using deep learning (DL) algorithms. The performance 
stability of genotypes across years and locations can be assessed with machine learning (ML) models. 
The adaptation of genotypes to specific environments can also be estimated with ensemble models 
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and regression algorithms. ML algorithms can be used, especially for data cleaning in large and 
multidimensional data sets, dimensionality reduction (e.g. PCA) and feature selection. SNP (Single 
Nucleotide Polymorphism) data file provides information about genetics. Environmental data provides 
information about temperature, precipitation, soil properties, and other agro climatic factors. 
Performance data give information about measurements such as yield, quality and stress tolerance.  

ML algorithms have been successfully applied to big data analytics, environmental prediction, 
genetic variation analysis, and genotype stability assessment (Akmel et al.,2018). Thanks to modern 
breeding techniques and statistical analysis, the response of genotypes to environmental variations is 
better understood and it is possible to develop more resistant, high-yielding varieties. 

Machine learning can make revolutionary changes in plant breeding, increasing the efficiency 
and speed of traditional methods (Soares et al., 2013). In classical plant breeding studies, it is quite 
difficult to analyse the nonlinear relationships of dependent and independent variables with 
regression-based models. ML techniques have an important role in accelerating the development of 
resistant species by identifying significant relationships, which regulate biological processes. The 
flowchart for using machine-learning algorithms in plant breeding was given in Figure 1. 

 
Figure 4: Presentation of a flowchart for using machine-learning algorithms in plant breeding 

 
Several researchers have investigated the shape, area, size and colour characteristics of 

legume seeds using traditional methods (Jogihalli et al. 2017; Sastry et al. 2019). Since these physical 
measurements are time-consuming and laborious, new technologies have been developed to 
overcome these problems. Image processing techniques and spectrophotometric analysis, as well as 
discriminant analysis, principal component analysis and hierarchical cluster analysis methods, facilitate 
accurate and effective selection and grouping of varieties. Cetin et al., (2023) reported that the physical 
properties of 26 different chickpea varieties were better than other machine learning algorithms in 
Random Forest (RF) and Multilayer Perceptron (MP) machine learning models and that the results 
obtained were important for selection and breeding studies. They also added that computer and 
machine vision techniques could provide effective and practical tools for agricultural machinery 
designers and seed companies by providing accurate and rapid classification of chickpea varieties. 
Additionally, Kirtis et al., (2022) stated that the RF model gave the best performance with high accuracy 
among vector regression, Gaussian process regression, XGBoost, random forest (RF) models and 
multilayer perceptron neural network machine learning algorithms in predicting shoot number and 
length in chickpea. 
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Figure 5: Machine learning models can be used in shoot count and shout length of chickpea varieties 

(reported by Kirtis et al., 2022). 

 
It is possible to apply machine learning algorithms such as ANN and MLR to estimate the 

nonlinear relationships between dependent and independent variables, the contribution of yield 
components to yield, and quantitative traits (Emamgholizadeh et al., 2015). ANN also enables the use 
of image-based CNN, DNN and ARIMA models to detect the relationship between meteorological data 
and mineral fertilizer use with yield (Niedbała et al., 2019; Sadeghi-Tehran et al., 2019; Haider et al., 
2019). DL algorithms such as CNN, k-nearest neighbour, probabilistic neural network, support vector 
machine and genetic algorithm can be used to determine the genetic diversity of plant genotypes and 
classify morphological parameters (Pandolfi et al., 2009; Saini et al., 2020). Yan et al. (2019) also 
reported that CNN and SVM algorithms can be used to select between morphologically similar species 
with an accuracy of 96.7% and 74.6%, respectively, and Azizi et al. (2016) reported that the ANN model 
gave successful results with an accuracy of 100% in the classification of morphological features and 
varieties through image processing. 

Analyzing large data sets of plant genetic material enables understanding genotype-phenotype 
relationships, identifying genes controlling agronomic traits, and optimizing genomic selection 
strategies (Schrider and Kern, 2018). Efficient genetic variant estimation can be achieved with 
algorithms including support vector machines (SVM) or RF (Cortes and Vapnik, 1995; Gaonkara and 
Davatzikos, 2013). Additionally, Ayele (2020) stated that the decision tree (Ctree) was the best 
performing algorithm in terms of sensitivity and specificity in classifying chickpea varieties with an 
accuracy rate of 97.5%. 
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Figure 6: Use of machine learning approaches for chickpea phenotyping 

 
The phenotyping process, which defines the measurement of the physical and biological 

characteristics of the plant, requires a lot of labour and time. Thanks to the image processing 
techniques used in machine learning algorithms, features such as plant growth, leaf area, and disease 
symptoms can be measured quickly. In addition, images collected with drones and thermal cameras 
can be easily processed and analysed using the CNN model (Lee et al., 2018). Therefore, the 
phenotyping process, which takes a lot of time with classical breeding, can be shortly completed. 
Additionally, these models can be used in the early diagnosis of plant diseases, which play an important 
role in maintaining agricultural productivity. Disease symptoms can be identified by imaging data of 
ML algorithms and the spread dynamics of the disease can be modelled. Moreover, machine learning 
models such as time series analysis and spatial data processing can also be used to learn how plants 
respond to environmental stress (drought, heat, salinity, etc.).  

Machine learning can analyze large data sets with multi-disciplinary agricultural technologies 
and high-performance computing in agricultural production, data processing, measurement and 
evaluation models (Liakos et al., 2018). In addition, these techniques can be used to determine the 
correlation between plant performance, environmental response and gene function and to determine 
physiological changes in plants caused by stress thanks to advanced phenotyping technologies such as 
sensing technologies (Tripodi et al., 2018). These models facilitate adaptation studies by enabling the 
development of stress-resistant plant species. Additionally, GBLUP and Bayesian model facilities 
selection from plants with the best genetic combinations for the study, predicting high accuracy from 
genetic data. Esposito et al., (2018) stated that ML could quickly collect big data sets of genomics and 
phenomics to determine the relationships between traits and alleles, and could be produced 
appropriate models. Yan and Wang (2023) stated that ML algorithms could determine the evaluation 
of data size, inference of gene regulatory networks, finding of genes, and correlation relationship 
between genotypes and phenotypes. Parmly et al., (2019) reported that the RF model gave high-
accuracy results in predicting the change in seed yield at different row spacing and planting density by 
utilizing the data of high-dimensional phenotypic traits. Yoosefzadeh Najafabadi et al. (2023) stated 
that high-throughput omics technologies, machine learning methods, and bioinformatics tools can 
accurately analyse large and complex datasets and can be used to develop high-yielding, climate 
change, pest, and disease-resistant varieties. Machine learning models are effectively used for yield 
prediction with priority indicators. Zhao et al., (2016) reported that machine learning approaches RF 
and SVM can be used for character selection and variety classification based on complex phenotypic 
datasets. Taghavi Namin et al. (2018) reported that the CNNLSTM model outperformed SVM, LSTM, 
CNN, CNN+CRF, and CNN-LSTM models by 93% in the phenotyping and classification of plants. Kohzadi 
et al. (1996) reported that the autoregressive integrated moving average model (ARIMA) model, Zou 
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et al. (2007) reported feedforward neural network (FFNN) and time series models, Michael D, Johnson 
et al. (2016) reported that multiple linear regression (MLR), machine learning models Bayesian neural 
networks (BNN) and model-based recursive partitioning were successful in predicting crop yields. 
Zhang et al (2021) used phenomic technologies to monitor and predict seed yield, days to 50% 
flowering, and days to physiological maturity of chickpea and pea grown in three different locations. 
The study utilized multi-spectral UAV-based imaging and LASSO regression and reported that image-
based features provided more predictive results than LASSO regression models. Moreover, Varol et al. 
(2023) used MLP and RF models for mass, colour estimation of chickpea seeds under varying irrigation 
water amounts using ML and reported that the MLP model gave better results than these models. 

 

4.Conclusion 
Genotype-environment (G×E) interaction is an important research topic in plant genetics. 

Although traditional statistical methods have an important place in the analysis of G×E interaction, 
machine learning (ML) approaches have revolutionized this field in recent years. In particular, ML has 
many advantages in processing large data sets, modelling environmental variables, and predicting the 
environmental adaptation of genotypes. These methods offer strong potential, especially for 
understanding the effects of environmental variations on genotypic performance and developing 
resistant cultivars. Researchers in machine learning have reported many studies. The usability of ML 
in plant breeding will increase by the collection and analysis of more comprehensive data sets in the 
future. 

To increase the efficiency of the use of machine learning techniques in plant breeding 
studies. 

 
 There is a need to develop advanced systems for genotyping and phenotyping in plant 

breeding studies. 
 Machine learning-supported models of phenotyping need to be developed in changing 

environmental conditions.  
 It is necessary to increase the applicability of phenotyping and genotyping models in genomic 

selection-based production programs of legume plants. 
 To make the genetic gain and genomic prediction of legume plants accurate and effective, the 

use of high-density genotyping and phenotyping needs to be expanded. 
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